
REPL I CAT ION

Comparison of synchronous reinforcement and accumulated
reinforcement for increasing on-task behavior in preschoolers

Sara C. Diaz de Villegas | Claudia L. Dozier | Ky C. Kanaman | Stacha C. Leslie |

Marissa E. Kamlowsky

Department of Applied Behavioral Science,
University of Kansas, Lawrence, Kansas, USA

Correspondence
Sara C. Diaz de Villegas, Department of
Applied Behavioral Science, University of
Kansas, Lawrence, KS 66045, USA.
Email: saraddv@ku.edu

Editor-in-Chief: John Borrero
Handling Editor: Jeanne Donaldson

Abstract
In synchronous-reinforcement schedules, the duration of behavior directly
controls the duration of reinforcement on a moment-to-moment basis. We
replicated and extended Diaz de Villegas et al. (2020) by comparing the effects of
synchronous reinforcement with two accumulated-reinforcement schedules for
increasing on-task behavior for seven preschoolers. One accumulated schedule
was the same as the one used in Diaz de Villegas et al. and did not include tokens,
whereas the other accumulated schedule included the delivery of tokens within
session. Furthermore, we assessed preference for the three reinforcement sched-
ules. The results showed that synchronous reinforcement was effective for increas-
ing on-task behavior for all seven participants. Furthermore, it was most effective
for increasing on-task behavior for three out of seven participants and preferred
by all participants. For some participants, other schedules were also similarly
effective. The results are discussed with respect to implications for application.
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Early research by Ferster and Skinner (1957) sparked
numerous studies to determine patterns of responding
produced by various reinforcement schedules for both
humans and nonhuman species (e.g., Lattal &
Neef, 1996; Lerman et al., 1996; Mace et al., 2021).
However, most research on schedules of reinforcement
has been conducted using discrete (discontinuous) oper-
ant responses and discrete (discontinuous) reinforcing
events (Lattal & Neef, 1996), which has been referred to
as an episodic or discontinuous relation (Williams &
Johnston, 1992). Furthermore, most applications of rein-
forcement schedules have involved schedules that include
an episodic relation using common schedules of rein-
forcement (see Mace et al., 2021, for an overview). For
example, under a fixed-ratio schedule for maintenance of
correct responding in an early intervention program, a
child may be provided a small quantity of a reinforcing
stimulus to consume (e.g., bite-sized edible) each time
they complete a specified number of responses.

Most research has focused on the count and time
dimensions (rate and interval schedules) that were ini-
tially proposed by Ferster and Skinner as opposed to the

multitude of ways that behavior–environment relations
may, and likely do, occur (Morgan, 2010). Various
researchers have called for the study of more dynamic
(nonepisodic) schedules that are likely working in the nat-
ural environment, which are quite different from com-
monly studied schedules (Morgan, 2010; Williams &
Johnston, 1992). Schedules in the natural environment
likely involve a reciprocal relation, with multiple individ-
uals’ behavior functioning as antecedent and consequent
stimuli in a more dynamic process. For example, a child
may engage in tantrums that are reinforced by access to
caregiver attention and variations in attention delivery
(e.g., duration, topography) may covary with the dura-
tion or intensity of the tantrum. Similarly, variations in
an infant’s crying (e.g., intensity, pitch, duration) may
covary with the latency, topography, and frequency of
parent interaction. Finally, the moment-to-moment
changes in responding when engaging in complex reper-
toires, such as playing the piano, covary with moment-to-
moment changes in sound from the instrument. Thus,
Williams and Johnston (1992) proposed studying sched-
ules of reinforcement in which responses and reinforcers
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covary such that variation in some dimension of the
response produces variation in some dimension of the
consequence. These schedules have been termed schedules
of covariation, which are continuous reinforcement
schedules in which variations in some parameter of the
response (e.g., intensity, duration, speed) covary with some
dimension of the reinforcer (e.g., intensity, duration;
Biddiss & Irwin, 2010; Faith et al., 2001; Williams &
Johnston, 1992).

One type of schedule of covariation is the synchronous-
reinforcement schedule, where the onset and offset of the
response (i.e., response duration) is perfectly synchronized
with the onset and offset of the reinforcer (Ramey
et al., 1972; Rovee-Collier & Gekoski, 1979; Weisberg &
Rovee-Collier, 1998; Williams & Johnston, 1992). For
example, when a child holds down or continuously presses
a button on a toy light saber (response onset), the toy
continuously makes sounds and lights up; however, when
the child stops pressing the button (response offset), the
sound and light turn off. Synchronous schedules may be
beneficial for influencing behavior change, particularly for
duration-based behaviors (e.g., cleaning up toys, playing
interactively with peers, engaging in social interactions,
exercising) because the response dimension is aligned with
the programmed reinforcer dimension.

Research on synchronous-reinforcement schedules
has been limited. Earlier research on synchronous sched-
ules has focused on using a synchronous reinforcement
preparation to study other phenomena such as infant
cognition and discrimination of auditory and visual stim-
uli (e.g., Friedlander, 1966; Horowitz, 1974a, 1974b;
Leuba & Friedlander, 1968; Pelaez-Nogueras et al., 1996,
1997; Siqueland, 1968; Siqueland & Lipsitt, 1966; Smith
et al., 1963) and for determining preference and rein-
forcer efficacy of stimuli for infants and individuals with
intellectual and development disabilities (e.g., Saunders
et al., 2001, 2003; Saunders & Saunders, 2011; Striefel &
Smeets, 1974). However, only a few studies have evalu-
ated the efficacy of synchronous schedules for producing
important behavior change (e.g., Biddiss & Irwin, 2010;
Diaz de Villegas et al., 2020; Faith et al., 2001; Hardesty
et al., 2023; McHugh et al., 2022; Ramey et al., 1972).
For example, Faith et al. (2001) showed that synchronous
delivery of TV access was more effective than noncontin-
gent TV access for increasing physical activity of 10 obese
children. Furthermore, McHugh et al. (2022) recently
showed the efficacy of a synchronous schedule of preferred
media access (TV shows, music, movies) for increasing
mask wearing with adults with intellectual and develop-
mental disabilities during the COVID-19 pandemic.

Although several studies have shown the efficacy of
synchronous reinforcement for changing socially impor-
tant behavior, few studies have compared the effects of
synchronous schedules with those of other schedules of
reinforcement, particularly episodic schedules typically
found in applied contexts (Lattal & Neef, 1996; Mace
et al., 2021). Furthermore, schedules of covariation such

as synchronous schedules are likely ubiquitous in our
everyday lives and are more in line with complex and
dynamic relations between responses and reinforcers; thus,
continued research on these schedules and comparisons
with episodic schedules is needed. Research comparing syn-
chronous reinforcement with more common episodic
schedules of reinforcement would allow researchers to
determine the conditions under which they are most likely
to be effective. To address these limitations in the literature
and add to a small body of research on synchronous rein-
forcement, Diaz de Villegas et al. (2020) compared the effi-
cacy of a synchronous schedule of reinforcement
(nonepisodic schedule) with that of an accumulated sched-
ule of reinforcement (episodic schedule) for increasing on-
task behavior for preschoolers. During baseline sessions,
engaging in on-task behavior (i.e., tracing) resulted in no
programmed consequences. During synchronous sessions,
reinforcers (i.e., music and conversation) were delivered
when the participant was engaged in on-task behavior
(i.e., tracing). That is, the onset of on-task behavior was
perfectly synchronized with the onset of reinforcer delivery
and the offset of the behavior resulted in the discontinua-
tion of the reinforcer. During accumulated sessions, the
duration of on-task behavior during the session was yoked
to, or matched, the duration of continuous access to the
reinforcer, which was delivered at the end of the session.
After the comparison of the two reinforcement schedules,
the experimenters also assessed preference for the schedules
using a concurrent-chains procedure (Hanley et al., 2005).
The results showed that both synchronous and accumu-
lated schedules were effective for increasing on-task behav-
ior relative to baseline levels for three out of eight
preschoolers; moreover, synchronous reinforcement
resulted in higher levels of on-task behavior for seven out
of eight preschoolers. Additionally, those seven pre-
schoolers preferred the synchronous schedule relative to
the accumulated schedule; the eighth participant did not
show a clear preference.

However, one limitation of the study by Diaz de Vil-
legas (2020) was that the accumulated condition that was
used as the control (or comparison) condition differed
from how accumulated schedules are typically pro-
grammed in the literature. Accumulated schedules typi-
cally involve the delivery of conditioned reinforcers such
as tokens throughout the session to signal the accumula-
tion of reinforcement and provide feedback regarding
performance within session (e.g., DeLeon et al., 2014;
Frank-Crawford et al., 2019). A logical avenue for future
research is to compare synchronous reinforcement with
an accumulated schedule where tokens are delivered to
signal the accumulation of reinforcement. Therefore, the
purpose of the current study was to replicate and extend
Diaz de Villegas et al. by addressing the limitation associ-
ated with the accumulated condition. Specifically, in the
current study we compared the effects of synchronous
reinforcement with those of two accumulated schedules.
One accumulated schedule was the same as the one used
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in Diaz de Villegas et al. in which tokens were not
arranged for on-task behavior; the other accumulated
schedule was similar but involved the delivery of tokens
within the session. We also determined participant prefer-
ence for the three schedules of reinforcement.

METHOD

Participants

Participants were seven children who attended a university-
based preschool and whose parents reported no known
diagnoses. Table 1 provides participant demographic infor-
mation as reported by parents in their preschool intake and
enrollment paperwork. Inclusion in the current study was
based on teacher report and informal observations con-
ducted by the experimenters that participants met the fol-
lowing criteria: participants could (a) follow multistep
instructions (e.g., walk to your cubby, put your backpack
away, and sit down), (b) remain seated for more than
5 min, and (c) hold a writing utensil to trace letters. This
study received approval by the Institutional Review Board
and was conducted in accordance with established ethical
guidelines for the treatment of human participants. Parents
provided written consent permitting their child to partici-
pate in the study. Assent was provided by the participants
prior to each session by asking them if they wanted to
attend research; participants could withdraw their assent at
any point such that they could quit, leave, or refuse any
part of the research study at any time.

Setting and materials

Trained graduate students conducted sessions in rooms
(approximately 3 � 2.7 m) that contained a table, chairs,
and relevant session materials. All sessions were 5 min and
were conducted in a session block, with each session block
consisting of three sessions conducted consecutively. How-
ever, for accumulated and accumulated-token sessions,
total time in the session room could be up to 10 min.

Specifically, the session duration was 5 min in all sessions;
however, participants could earn up to 5 min of reinforcer
access following the session, resulting in a maximum of
10 min in the session room for those two conditions.

During all sessions, target task materials, an alterna-
tive task, and a dry-erase marker were present. Target
task materials included a stack of laminated letter-tracing
worksheets that were three-hole punched and presented
in a binder. The letter-tracing worksheets included three
rows of letters by three columns of letters for a total of
nine consecutive letters on each worksheet, presented in
alphabetical order; the letters were in alphabetical order
until all 26 letters had been presented. Alternative task
materials included a stack of blank laminated sheets that
were three-hole punched and presented in a binder; the
participants could draw or write on these sheets. An
alternative task was available in all sessions to decrease
the likelihood that participants engaged in the target task
because there was nothing else to do during the session.
To aid in discrimination across conditions, each condi-
tion was associated with a unique color. Within a given
condition, we arranged worksheets, blank laminated
sheets, binders, and tablecloths using the respective color.

During reinforcement sessions, the experimenter pre-
sented the participant with an individualized song board.
The song board was a white laminated poster board
(measuring 55.8 � 71.1 cm) with 10–15 laminated picture
icons (measuring 4.5 � 3 cm) that corresponded with 10–
15 songs, with Velcro strips affixed to the back such that
they could be attached to the poster board. During rein-
forcement sessions, the experimenter also had an iPod
touch with a playlist containing the songs depicted on the
song board. During accumulated-reinforcement sessions,
the experimenter presented a token board with 10 spots
for tokens. The token board was a yellow laminated sheet
with 10 Velcro strips affixed to the front (five strips
across the top of the sheet and five on the bottom) such
that laminated square-shaped yellow tokens with a thick
black border (measuring 4.5 � 3 cm) could be attached
to the token board. The experimenter used a silent timer
during accumulated-reinforcement conditions to measure
the duration of on-task behavior to determine reinforcer
delivery in accumulated-reinforcement conditions (see
below).

Response measurement, interobserver agreement,
and procedural fidelity

Graduate students and undergraduate research assistants
were trained observers who collected data using handheld
data-collection devices. The dependent variable was the
duration of on-task behavior (letter tracing), which was
scored if the participant was moving the marker steadily
and approximately within the boundaries of the thick
preprinted lines on the letter-tracing worksheet or turning
over the worksheet page to access a new worksheet

TABLE 1 Participant demographic information.

Participant Age Gender Race/Ethnicity

Willie 5 Male White

Remy 5 Male Hispanic/Latino

Angie 4 Female White

Eleanor 4 Female White

David 4 Male White/Hispanic

Garrett 5 Male White

Louise 4 Female White

Note: The category label “Gender” and “Male” and “Female” options is used to
denote correspondence with child-intake forms completed by parents for
enrollment.

SYNCHRONOUS REINFORCEMENT 3

 19383703, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/jaba.1080 by B

ehavior A
nalyst C

ertification, W
iley O

nline L
ibrary on [13/07/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



without pausing for more than 2 s. On-task behavior
was not scored if more than 2 s passed with the partici-
pant lifting the marker away from the tracing work-
sheet, coloring anywhere outside or inside of the thick
preprinted lines on the worksheet (e.g., shading the area
between the lines with the marker, outlining the area
around the thick lines, coloring the entire letter), or
physically manipulating the marker in a manner that
prevented tracing (e.g., rolling, tapping, or throwing
marker). During the preference assessment, trained
observers collected data on the condition selected by the
participants and the duration of on-task behavior.

A second independent observer collected data for at
least 30% of all sessions for each participant across all
conditions. Interobserver agreement was determined by
using an exact agreement method to analyze second-by-
second, within-session responding. An agreement on a
particular second was defined as both data collectors
scoring the occurrence or nonoccurrence of the behavior
on a given second. Interobserver agreement was calcu-
lated as described by Diaz de Villegas et al. (2020) by
dividing the number of seconds in the session with an
agreement by the total number of seconds and multiply-
ing by 100. Interobserver agreement was calculated for
60% of sessions for Angie, and mean agreement for on-
task behavior was 94% (range: 83%–100%). Interobserver
agreement was calculated for 43% of sessions for David,
and mean agreement for on-task behavior was 97%
(range: 92%–100%). Interobserver agreement was calcu-
lated for 34% of sessions for Eleanor, and mean agree-
ment for on-task behavior was 95% (range: 84%–100%).
Interobserver agreement was calculated for 54% of ses-
sions for Garrett, and mean agreement for on-task
behavior was 95% (range: 86%–100%). Interobserver
agreement was calculated for 35% of sessions for Louise,
and mean agreement for on-task behavior was 97%
(range: 93%–100%). Interobserver agreement was calcu-
lated for 47% of sessions for Remy, and mean agreement
for on-task behavior was 94% (range: 85%–99.6%). Inter-
observer agreement was calculated for 58% of sessions
for Willie, and mean agreement for on-task behavior was
98% (range: 88%–100%).

During the preference assessment, interobserver agree-
ment was calculated for selection of a procedure using the
total agreement method. An agreement was scored if both
observers agreed on the procedure selected, and a disagree-
ment was scored if there was a discrepancy between the
two observers. Thus, interobserver agreement for selection
for a particular session was either 100% (the two observers
agreed) or 0% (the two observers disagreed). Interobserver
agreement was calculated for at least 30% of sessions for
all participants, and mean agreement was 100% for all
participants.

We calculated procedural fidelity for approximately
90% of all reinforcement sessions (i.e., synchronous,
accumulated, and accumulated-token reinforcement) for
each participant across reinforcer conditions to determine

whether the experimenter correctly implemented the pro-
grammed contingencies. For synchronous- and
accumulated-reinforcement sessions, observers collected
data on the duration of reinforcer delivery, which was
defined as the period of onset and removal of the rein-
forcer. For synchronous- and accumulated-reinforcement
sessions, we calculated procedural fidelity by comparing
the outcomes of two measures (i.e., on-task duration and
reinforcer delivery duration) by dividing the smaller
duration by the larger duration and multiplying by 100.
For accumulated-token-reinforcement sessions, observers
collected data on experimenter delivery of tokens. We
defined token delivery as the experimenter placing a
token on the token board within 3 s of the participant
engaging in 30 s of cumulative on-task behavior. For
accumulated-token-reinforcement sessions, we calculated
procedural fidelity by dividing the duration of on-task
behavior by 30 s (i.e., the criterion duration for token
delivery) to get the total number of tokens that should
have been delivered. The outcome of this calculation was
then compared with the total amount of tokens delivered
during the session. To do so, we divided the smaller num-
ber of tokens delivered by the larger number of tokens
delivered and multiplied by 100. Procedural fidelity was
calculated for at least 92% of reinforcement conditions
and 89% of all accumulated-token-reinforcement sessions
across all participants. Mean procedural fidelity for
reinforcer delivery across participants was 95% (range:
93%–98%). Mean procedural fidelity for token delivery
across participants was 95% (range: 91%–100%).
Additionally, the lead experimenter retrained experi-
menters on the operational definition of reinforcer deliv-
ery and token delivery across conditions to ensure
understanding of when the reinforcer and tokens should
and should not be delivered.

Determining preferred songs

Prior to the study, the experimenter asked (a) parents
or caregivers of the children who were recruited for our
study to list 10 songs that their children prefer and
(b) children to list five songs they prefer; the experi-
menters also played songs that were commonly played
in the classroom and asked the children whether they
liked those songs and wanted them included for
research sessions. Furthermore, participants could
request additional songs not shown on their individual-
ized song board to be used during reinforcement
phases.

Song-board training

Prior to the study, the experimenter familiarized partici-
pants with the songs associated with the different pictures
on the individualized song board by conducting three

4 DIAZ DE VILLEGAS ET AL.
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song-board exposure sessions. During these sessions, the
experimenter pointed to each picture on the song board,
told the participant the name of the song, and played a
brief clip (10 s) of the song.

General procedures

During all sessions, the experimenter was seated across
the table from the participant and presented them with
two binders; one contained a large stack of three-hole-
punched laminated tracing sheets (target task), and the
other contained a large stack of three-hole-punched
laminated blank drawing sheets (alternative task). The
binders were placed on the table in front of the partici-
pant (approximately 27 cm apart) with a dry-erase
marker placed between them. The binders contained a
large stack of sheets such that the participant would not
run out of materials for either task. Prior to all sessions,
the experimenter conducted two consecutive brief expo-
sure trials, 10 s in duration across all conditions. That
is, the experimenter presented a large stack of both
sheets in their respective binders, provided a brief rule
(see Appendix A for all condition-specific instructions)
stating the contingencies associated with the condition,
and provided brief exposure to the session contingencies
programmed for on-task behavior. Specifically, the
experimenter told the participant that they were going
to practice what happened in the condition and pro-
vided exposure to the session contingencies programmed
for on-task behavior. For preexposure to all reinforce-
ment conditions (i.e., synchronous, accumulated, accu-
mulated tokens), the experimenter presented the song
board to the participant and asked them to pick the
songs (by touching the picture, pointing to the picture,
or saying the name of the song) they wanted to hear the
most (typically three songs).

During all reinforcement sessions in the reinforcer
evaluation, the experimenter provided access to the
requested songs in the order in which they were selected
and attention in the form of conversation while the
songs were playing. The type of attention delivered by
the experimenter consisted of making statements about
the song (e.g., “This song is so much fun!”), discussing
preferred shows, and talking about classmates and activ-
ities (e.g., playing outside with friends on the play-
ground). We chose to include attention delivery because
when the lead experimenter conducted pilot sessions
with other children who were not included in the study,
they would attempt to speak with the experimenter
while the songs were playing. Additionally, music is
typically played in the classrooms and teachers in the
preschool classrooms are trained to interact with the
children; therefore, combining the delivery of attention
and access to songs more closely resembled how these
reinforcers are typically delivered in the everyday
environment.

Baseline

During baseline sessions, the task materials and table-
cloth were white. The experimenter conducted two brief
presession exposure trials and told the participant the
condition-specific rules (see Appendix A). During expo-
sure trials, the experimenter told the participant, “Let me
show you what will happen when you trace the [letters],”
prompted the participant to trace for approximately 10 s,
and provided no programmed consequences. Following
presession exposure, the session began. During the ses-
sion, the experimenter did not deliver any programmed
consequences for engaging in the target task or any other
behavior.

Synchronous reinforcement

During synchronous-reinforcement sessions, the task mate-
rials and tablecloth were blue. The experimenter conducted
two brief presession exposure trials and told the participant
the condition-specific rules (see Appendix A). During expo-
sure trials, the experimenter told the participant, “Let me
show you what will happen when you trace the [letters],”
prompted the participant to trace for approximately 10 s,
and provided access to a preferred song and attention
throughout that 10 s; the experimenter also had the partici-
pant stop tracing such that the music was paused and they
stopped talking. Following presession exposure, the session
began. During the session, the experimenter provided
access to preferred songs and attention in the form of con-
versation while the participant was engaging in the task
(based on the operational definition of on-task behavior);
however, if the participant stopped engaging in the task for
more than 2 s (based on the operational definition of on-
task behavior), the experimenter paused the song and
stopped providing attention until the participant resumed
engaging in the task.

Accumulated reinforcement

During accumulated-reinforcement sessions, the task
materials and tablecloth were red. The experimenter con-
ducted two brief presession exposure trials and told the
participant the condition-specific rules (see Appendix A).
During exposure trials, the experimenter told the partici-
pant, “Let me show you what will happen when you trace
the [letters],” prompted the participant to trace for
approximately 10 s, and provided access to preferred
songs and attention in the form of conversation at the
end of the presession exposure for the duration of time
spent engaging in the task (i.e., 10 s); the experimenter
also had the participant stop tracing such that they did
not earn access to songs and attention for the full 10 s
(i.e., they traced for approximately 5 s and earned
approximately 5 s of access to songs and attention).

SYNCHRONOUS REINFORCEMENT 5
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Following presession exposure, the session began. Dur-
ing the session, the experimenter did not deliver any
programmed consequences; however, at the end of the
session they yoked the duration of access to the
preferred songs and attention to the duration of task
engagement (based on the operational definition of on-
task behavior) during the session. To determine this
duration, the experimenter used a silent timer (e.g., iPod
touch timer), which was hidden from the view of the
participant, to measure on-task behavior during the
session.

Accumulated reinforcement tokens

During accumulated-reinforcement-with-token sessions,
the task materials and tablecloth were yellow. The experi-
menter conducted two brief presession exposure trials
and told the participant the condition-specific rules (see
Appendix A). During exposure trials, the experimenter
told the participant, “Let me show you what will happen
when you trace the [letters],” prompted the participant to
trace for approximately 10 s, and delivered a token on
the token board. Then, the experimenter prompted the
participant to trace for approximately another 10 s, deliv-
ered another token on the token board, and provided
access to a preferred song and attention in the form of
conversation at the end of the presession exposure for the
duration of time spent engaging in the task (i.e., 20 s).
Following presession exposure, the session began. During
the session, the experimenter delivered a token contingent
on the participant engaging in 30 s of cumulative on-task
behavior. Therefore, the participant did not need to
engage in 30 s of on-task behavior consecutively. For
example, the participant could engage in on-task behav-
ior for 10 s, pause for 12 s, and then engage in on-task
behavior for 20 s, for a total of 30 s, which resulted in the
delivery of a token. Furthermore, although the tokens
were delivered for engaging in 30 s of cumulative on-task
behavior, if the participant engaged in on-task behavior
for less than 30 s and therefore did not produce a token,
they still earned that duration of reinforcer access follow-
ing the 5-min session. Participants had the opportunity to
earn 10 tokens during the session. No other consequences
were programmed during the session; at the end of the
session, the experimenter yoked the duration of access to
the preferred songs and attention to the duration of task
engagement (based on the operational definition of on-
task behavior) during the session. To determine this dura-
tion, experimenters used the same method of yoking as
previously described in the accumulated condition.

Experimental design and secondary data analysis

For all participants, we used a multielement design to
compare the effects of the three reinforcement schedule

conditions in the reinforcer evaluation. After we deter-
mined baseline levels of on-task behavior for each partici-
pant, we alternated synchronous-reinforcement sessions,
accumulated-reinforcement sessions, and accumulated-
reinforcement-with-tokens sessions during each session
block. The order of these different sessions for each ses-
sion block was determined by pulling the condition name
out of a cup. Thus, each three-session block included
one session of each condition. However, for two of the
initial participants (i.e., Remy and Garrett) during their
initial sessions, this session-block order was not fol-
lowed. That is, their session order in a session block was
quasirandom in that session order was determined by
pulling the condition name out of a cup from the pool
of all three conditions but with the stipulation that no
more than two sessions of the same condition were con-
ducted consecutively. For example, a three-session
block for Remy and Garrett may have consisted of two
sessions of accumulated and one session of synchronous
reinforcement and no accumulated-token condition in
that block. This was remedied so that subsequent three-
session blocks included one session of each condition.
For participants who engaged in similar levels of on-
task behavior across conditions (i.e., little or no differ-
entiation across conditions) in the multielement phase of
the study, we used a nonconcurrent multiple-baseline-
across-participants design to show experimental control
(David, Garrett, and Louise).

To clarify the patterns of responding that were
obtained in the current study, we conducted additional
within-session, second-by-second analyses for all condi-
tions (i.e., baseline, synchronous, accumulated, accumu-
lated token). That is, in addition to graphing and
analyzing our primary dependent variable, duration of
on-task behavior, we calculated bouts of on-task behav-
ior, within-session pausing, and within-session pausing
following token delivery for all participants to examine
whether different experimental conditions produced dif-
ferent patterns of responding and assess the potential dis-
rupting effect of token delivery on responding (see graphs
for individual participants in Results; also see Supporting
Information A, B, C, and D). To calculate bouts of
within-session responding, the experimenters summed
continuous instances of on-task behavior in seconds
for each session across all conditions. More specifically,
to determine the total number of bouts that occurred,
experimenters summed the number of bout occurrences
for each session for each condition. Additionally, to
calculate mean bout instances, experimenters summed
continuous instances of on-task behavior in seconds for
each session within each condition and then divided by
the total instances of bouts for that condition; ranges
(minimum and maximum values) are also included in
Supporting Information D. Instances of pausing were
calculated in two ways. Within-session pausing, defined
as the absence of responding or nonengagement of the tar-
get on-task behavior (see Craig et al., 2014, for a review

6 DIAZ DE VILLEGAS ET AL.
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on pausing as an operant), was determined by calculating
the difference between bouts of responding. That is, we
calculated the amount of time that elapsed between each
continuous bout of responding to identify the amount of
time participants were not engaging in the target response
(i.e., pauses in responding; Supporting Information A).
In addition, instances of response pausing were calcu-
lated by totaling each occurrence of pausing within ses-
sion for each session; this value was then aggregated to
yield the total number of pausing instances for each
experimental condition. We also examined within-session
pausing following the delivery of tokens for accumulated-
token sessions (Supporting Information C). To do this,
we determined whether responding continued to occur or
paused following the delivery of a token. If responding
stopped following the delivery of a token, we calculated
the amount of time that elapsed between token delivery
and the next instance of on-task behavior. A pause fol-
lowing token delivery was counted if at least 1 s elapsed
between the delivery of a token and initiation of on-task
behavior. For example, if a token was delivered at
Second 45 and the next bout of on-task behavior did
not occur until Second 75, that would equate to a 30-s
pause in responding in relation to token delivery.
The data obtained from these within-session analyses
may be beneficial for identifying potential variations in
responding (e.g., bursts and pausing) on a second-
by-second basis, particularly for duration-based behav-
iors with continuous and steady responding, which
could provide important information about selecting
one reinforcer arrangement over another.

Furthermore, we calculated the background prob-
ability of within-session pausing across conditions (see
Supporting Information B) and the conditional probabil-
ity of pausing instances following token delivery (see
Supporting Information C). To calculate the background
probability of pausing across all conditions, the experi-
menters first determined the mean duration of pausing
for each session and aggregated this value for a given
condition, and then this value was divided by the session
duration (300 s). This allowed us to determine the proba-
bility of pausing occurring across all conditions and to
assess whether certain conditions produced more or less
pausing (Vollmer et al., 2001). To calculate the condi-
tional probability of instances of pausing following token
delivery, we determined the total number of pauses that
occurred within 1 s of token delivery and divided by the
total number of tokens delivered in the accumulated-
token condition.

Discrimination test

After completing the comparison of the different schedules
of reinforcement in the reinforcer evaluation, the experi-
menter conducted a discrimination test to ensure that the
participant could differentiate between the contingencies

associated with the color-correlated stimuli using proce-
dures similar to those described by Frank-Crawford et al.
(2019). The experimenter placed all four colored stimuli
associated with each of the different conditions (baseline,
synchronous, accumulated, accumulated tokens) in a row
on the table equidistant from one another; the placement
of the different materials was switched across each admin-
istration of the discrimination test (i.e., far left, far right,
middle left, and middle right). The experimenter asked the
participant to identify (by pointing to, touching, or nam-
ing a set of materials) the condition associated with a given
contingency. Specifically, the experimenter asked the par-
ticipant, “Show me the one where when you trace letters,
X (extinction or one of the reinforcement contingencies)
will happen” for all four conditions (i.e., baseline, synchro-
nous, accumulated, accumulated tokens). If the partici-
pants correctly identified the contingencies associated with
the color-correlated stimuli across all four conditions, they
moved on to the preference assessment. If a participant
did not correctly discriminate between the contingencies
associated with the color-correlated stimuli, the experi-
menters would have conducted extended preexperimental
exposure using the same training procedures previously
described; they then would have reassessed discrimination
using the discrimination-test procedures described above.
However, all participants correctly identified the condition
associated with a given contingency during the discrimina-
tion test. It is important to note that accuracy on the dis-
crimination test allowed the experimenters to determine
whether participants could discriminate the contingencies
associated with color-correlated stimuli. Thus, the discrim-
ination test alone does not prevent potential carryover
effects across conditions.

Preference assessment

Following the discrimination test, we conducted a prefer-
ence assessment using a concurrent-chains arrangement
(Hanley et al., 2005; Herrnstein, 1964) to determine par-
ticipant preference for the different conditions (i.e., syn-
chronous, accumulated, accumulated token). The
baseline materials were included in the preference assess-
ment to serve as a control to ensure that participants were
selecting the reinforcement condition they preferred the
most and not just making a selection because the rein-
forcement conditions were the only ones available.

Preference-assessment sessions were conducted twice
per day (i.e., one session in the morning and one in the
afternoon). Prior to all preference-assessment sessions,
the experimenter presented the participant with all four
colored stimuli associated with each of the different con-
ditions in a row on the table and reminded them of the
contingencies associated with each set of materials.
The placement of the different materials on the table was
switched across each session. All participants had the
opportunity to choose between all four of the experimental

SYNCHRONOUS REINFORCEMENT 7
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conditions (i.e., baseline, synchronous, accumulated, accu-
mulated token). After the experimenter reminded the par-
ticipant of the contingencies associated with each set of
materials, the experimenter asked them to pick their favor-
ite by pointing to, touching, or naming a set of materials.
The participant could only choose one set of materials
associated with a specific condition per session. Once the
participant made their selection, the experimenter then
placed the chosen session materials on the table and con-
ducted the chosen condition as described above.

RESULTS

Figure 1 depicts data for Willie, Remy, Angie, and Eleanor.
During baseline, participants engaged in low levels (Willie,
Remy, and Eleanor) or variable levels (Angie) of on-task
behavior. During the reinforcement phase, all participants
engaged in higher and more stable levels of on-task behavior
during the synchronous condition. For Willie, few reinforce-
ment effects were observed during the accumulated and
accumulated-token conditions; however, the accumulated-
token condition produced somewhat higher levels of on-task
behavior. For Remy and Angie, variable levels of on-task
behavior with little to no differentiation between accumu-
lated and accumulated-token conditions was observed; fur-
thermore, levels for both suggested relatively less robust
reinforcement effects relative to the synchronous condition.
For Eleanor, the accumulated and accumulated-token con-
ditions resulted in an increase in levels of on-task behavior
relative to baseline levels of responding; however, on-task
behavior in these conditions was more variable than it was
in the synchronous condition.

Figure 2 depicts data for David, Garrett, and Louise.
During baseline, participants engaged in low levels
(David and Garrett) or variable levels (Louise) of on-task
behavior. During the reinforcement phase, David and
Garrett engaged in high levels of on-task behavior across
all three reinforcement conditions. Louise engaged in
higher levels of on-task behavior during both syn-
chronous and accumulated conditions; however, the
synchronous condition produced the most stable levels of
on-task behavior. Additionally, Louise engaged in vari-
able levels of on-task behavior in the accumulated-token
condition, suggesting a less robust reinforcement effect
relative to the synchronous and accumulated conditions.

Figures 3, 4, 5, and 6 depict outcomes for the within-
session analyses to examine bouts of responding, within-
session pausing and pausing following token delivery,
and background probability of pausing for all partici-
pants. For a summary of the within-session analyses for
response-pausing duration and instances, please refer to
Supporting Information A. Overall, the results of the
within-session pausing analysis, specifically the pausing-
duration analysis, showed lower pause durations in the
synchronous condition than in the accumulated and
accumulated-token conditions across all participants

(Supporting Information A). Additionally, the synchro-
nous condition had the lowest background probability of
pausing across all participants relative to baseline, accumu-
lated, and accumulated-token conditions (Supporting
Information B). Notably, the mean instances of pausing var-
ied across participants across conditions and did not show a
clear pattern (Supporting Information A). Furthermore, the
results showed that the conditional probability of pausing
instances (absence of responding) following token delivery

F I GURE 1 On-task data for Willie, Remy, Angie, and Eleanor.
BL = baseline; SSR = synchronous reinforcement;
ACC = accumulated reinforcement; ACC Token = accumulated token.

8 DIAZ DE VILLEGAS ET AL.
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was low (i.e., <1; Supporting Information C). Moreover, the
mean pausing duration following token delivery was less
than 7 s for all participants (see Figures 3–6 for second-
by-second graphs and Supporting Information C). Further-
more, only one instance of pausing following token delivery
occurred in the accumulated-token condition (see Support-
ing Information C) and the synchronous condition produced
longer mean durations of responding relative to baseline,
accumulated, and accumulated-token conditions (see
Supporting Information D).

During the preference phase, all seven participants
chose the synchronous condition the most and engaged in
high levels of on-task behavior during those sessions.
However, during initial preference-assessment sessions,
Louise chose the baseline condition and did not engage
in on-task behavior during those sessions even though
results of the discrimination test demonstrated that she
could discriminate between the contingencies associated
with the color-correlated stimuli. Given that the purpose
of the preference assessment was to assess preference for

F I GURE 2 On-task data for David, Garrett, and Louise. BL = baseline; SSR = synchronous reinforcement; ACC = accumulated
reinforcement; ACC Token = accumulated token; ACC T = accumulated token.

SYNCHRONOUS REINFORCEMENT 9
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the reinforcement conditions, we conducted a modified
preference assessment using the same concurrent-chains
arrangement as previously described, with the exception
that we removed the baseline condition materials from
the array and only presented materials for the reinforce-
ment conditions (i.e., synchronous, accumulated, and
accumulated token). Following this modification, Louise
exclusively chose the synchronous condition and engaged
in high levels of on-task behavior during those sessions.

DISCUSSION

Overall, the results of the current study replicated Diaz
de Villegas et al. (2020), showing that synchronous rein-
forcement was effective in increasing levels of on-task
behavior for all seven participants and was preferred by

all seven participants. Furthermore, the results showed
that synchronous reinforcement was more effective than
were accumulated- and accumulated-token-reinforcement
conditions for increasing on-task behavior for three of
seven participants (Willie, Remy, and Angie). Addition-
ally, all three reinforcement schedules (synchronous,
accumulated, and accumulated token) were equally effec-
tive for increasing on-task behavior for two of seven par-
ticipants (David and Garrett). Moreover, synchronous
and accumulated-token reinforcement were similarly
effective for one participant (Eleanor), and synchronous
and accumulated reinforcement were similarly effective
for another participant (Louise).

The results of the within-session analyses comparing
bout duration and instances, pausing duration and
instances, pausing following token delivery, and probability
analyses yielded interesting findings. Overall, the results

F I GURE 3 Within-session analyses data for Willie and Remy. On-task behavior is depicted by the shaded area, the black tick marks denote
token delivery, and any area that is not shaded (i.e., blank) indicates on-task behavior was not occurring. BL = baseline; SSR = synchronous
reinforcement; ACC = accumulated reinforcement; ACC T = accumulated token.
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showed that the duration of pausing and the probability of
pausing were lower in the synchronous condition relative to
baseline, accumulated, and accumulated-token conditions.
Additionally, longer bouts of responding occurred in the
synchronous condition for most participants. Finally, little
to no pausing following token delivery occurred in the
accumulated-token condition and the duration of pausing
was low, suggesting that token delivery did not disrupt
responding.

The results of the current study replicate those
of Diaz de Villegas et al. (2020) in that synchronous
reinforcement was more effective than accumulated
reinforcement for some participants and was preferred by
all participants. The synchronous condition may have been
more effective and preferred because reinforcer delivery
was immediate with the onset of the response and the rein-
forcing consequence was removed with the offset of the
response, which may have functioned as negative punish-
ment. Furthermore, the ongoing delivery of reinforcement

while responding may have decreased aversive aspects of
the task (Carr et al., 1980; Lalli et al., 1999; Lomas
et al., 2010; Wallace et al., 2012). Lower levels of on-task
behavior observed during both accumulated-reinforcement
conditions may be due to the absence of these factors or
due to delayed reinforcer delivery (Lattal, 2010;
Miltenberger, 2016). It may also be due to adventitious
reinforcement of off-task behavior (Lattal & Gleeson, 1990;
Williams, 1976). That is, across both accumulated-rein-
forcement conditions, reinforcer access was delivered at the
end of the session and matched the duration of on-task
behavior during the session regardless of whether on-task
behavior occurred at the end of the session. Furthermore,
if a token was not delivered at the end of a session, its asso-
ciation with backup-reinforcer access may have been elimi-
nated and decreased the efficacy of tokens as conditioned
reinforcers (Hackenberg, 2009; Kazdin, 1982).

Additionally, the results showed that all three rein-
forcement conditions were effective in increasing on-task

F I GURE 4 Within-session analyses data for David and Garrett. On-task behavior is depicted by the shaded area, the black tick marks denote
token delivery, and any area that is not shaded (i.e., blank) indicates on-task behavior was not occurring. BL = baseline; SSR = synchronous
reinforcement; ACC = accumulated reinforcement; ACC T = accumulated token.
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behavior for two participants (David and Garrett),
which is unlikely to be due to lack of discrimination
because both participants performed well on the dis-
crimination test. As discussed by Diaz de Villegas et al.
(2020), efficacy across these three conditions might be
due to fluent work schedules and ongoing access to
programmed reinforcement (Fienup et al., 2011;
Pitts, 2014). Future research should compare these
schedules to disfluent work and reinforcement sched-
ules to determine the importance of these variables for
behavior change.

The results of the current study also showed that
synchronous and accumulated reinforcement were simi-
larly effective for one participant (Louise), whereas the
accumulated-token condition resulted in more variable
responding. Although the results of the within-session ana-
lyses showed that token delivery was not disruptive, tokens
may not have functioned as conditioned reinforcers or
effectively supported higher and more stable levels of
responding for Louise (Frank-Crawford et al., 2012).
Additionally, the results of the initial preference assess-
ment showed that Louise chose the baseline condition and

F I GURE 5 Within-session analyses data for Angie and Eleanor. On-task behavior is depicted by the shaded area, the black tick marks denote
token delivery, and any area that is not shaded (i.e., blank) indicates on-task behavior was not occurring. BL = baseline; SSR = synchronous
reinforcement; ACC = accumulated reinforcement; ACC T = accumulated token.
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did not engage in on-task behavior. When baseline was
removed as a choice option, Louise exclusively chose the
synchronous condition. Louise’s initial choice of the base-
line condition may have been due to overall longer session
durations for both accumulated conditions. However,
anecdotally, Louise reported that she “just wanted to draw
… and did not want to trace letters.”

Furthermore, the results of the within-session ana-
lyses extended Diaz de Villegas et al. (2020). Overall,
shorter durations of pausing and more continuous and
longer bouts of on-task behavior during the synchronous
condition were observed. However, quantitative analyses
showed that mean bout durations were not highest during
the synchronous condition for all participants. Notably,
little to no pausing occurred following token delivery,
suggesting that token delivery did not have a disruptive
effect on responding. These findings may help inform the
selection of certain reinforcer arrangements over others.
In the future, researchers should collect and analyze data
on the rate of responding during session and accurate
task completion, as these are important and socially valid
aspects of preacademic and academic tasks to determine
the degree to which these behaviors are influenced by
these schedule arrangements.

Similar to Diaz de Villegas et al. (2020), some limita-
tions of the current study may be the longer total session
duration for accumulated and accumulated-token
conditions than for synchronous reinforcement and the
delivery of attention not being perfectly synchronized

with on-task behavior. Although session durations var-
ied, participants did not state that they chose a condition
or that they did not engage in on-task behavior to
decrease time in the session room and return to the
classroom.

The current study has additional limitations. First, we
did not equate reinforcer density across the three rein-
forcement conditions because density was determined by
the participant’s own responding. Thus, within the con-
text of the preference assessment, the density of reinforce-
ment could have influenced participant preference. For
example, participants may have chosen the condition that
produced the greatest magnitude of reinforcement during
the reinforcer evaluation. In the future, researchers
should conduct a preference assessment before and after
the reinforcer evaluation to assess whether preference(s)
change after a history with each schedule.

Second, the accumulated-token condition had several
methodological limitations that may have affected the
outcomes of the current study. For example, the preses-
sion exposure for the accumulated-token condition may
have been insufficient for teaching the token-production
schedule, exchange-production schedule, and token-
exchange schedule. Although participants had a history
with tokens in their preschool classrooms, the degree to
which those tokens were trained, the procedural fidelity
of their implementation, and whether exposure to a token
economy in the classroom setting generalized to sessions
are unknown. The absence of formal token training is

F I GURE 6 Within-session analyses data for Louise. On-task behavior is depicted by the shaded area, the black tick marks denote token delivery,
and any area that is not shaded (i.e., blank) indicates on-task behavior was not occurring. BL = baseline; SSR = synchronous reinforcement;
ACC = accumulated reinforcement; ACC T = accumulated token.
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important to note; however, this practice is not inconsis-
tent with those reported in practice in clinical and
instructional settings (Fernandez et al., 2023). Tokens
may not have functioned as conditioned reinforcers such
that their delivery bridged the delay between engaging
in on-task behavior and reinforcer delivery. Addition-
ally, the 30-s response requirement may have been too
thin of a schedule to support and effectively reinforce
responding. In the future, researchers should decrease
the response requirement for the token-production
schedule to assess whether this would better support
responding. Furthermore, the tokens used may not have
sufficiently signaled accumulation of reinforcer access.
To remedy this limitation, researchers might consider
signaling reinforcer accumulation by delivering tokens
or a stimulus akin to “tokens” on a second-by-second
basis or using a visual timer or visual “bar” that
increases in size to show they are earning more time.
Additionally, it is important to note that exposure trials
for the accumulated-token condition did not match the
contingencies during the session. That is, during preses-
sion exposure participants were prompted to trace for
10 s to earn one token and then prompted to trace for
another 10 s to earn a second token that resulted in 20 s
of reinforcer access. However, during the accumulated-
token sessions, tokens were delivered contingent on 30 s
of cumulative on-task behavior engagement. This dis-
crepancy between the presession exposure and the ses-
sion contingency may have influenced responding.

Finally, the inclusion of music as the reinforcing
stimulus delivered across experimental conditions might
be a limitation. Previous research has shown that music
complements or enhances vigilance tasks (Hume &
Crossman, 1992; Kiss & Linnell, 2021). Given this, the
synchronous-reinforcement condition may have pro-
duced more robust effects because the delivery of music
made the task less aversive. It is possible that other
stimuli would not function as complementary rein-
forcers (Green & Freed, 1993; Reed et al., 2013) and
produce robust effects. Similarly, the tracing task used
may have been easy and required low response effort to
complete. Researchers should include more difficult or
aversive tasks to determine whether this variable is sen-
sitive to the reinforcer arrangements used in the current
study.

There are various avenues for future research on
synchronous schedules. Researchers should evaluate the
efficacy of synchronous reinforcement across populations,
behaviors, and environments. For example, synch-
ronous reinforcement could be evaluated for increasing
engagement or tolerance with activities of daily living
(e.g., toothbrushing) and transition behaviors (i.e., transi-
tioning from high- to low-preferred activities). Additionally,
researchers could evaluate synchronous reinforcement within
a group contingency to address behaviors (e.g., on-task
behavior, physical activity) for groups of individuals in class-
rooms or group homes. Researchers should also determine

procedures for promoting maintenance and generalization of
behavior change following synchronous reinforcement.
Furthermore, researchers should examine ways to fade
synchronous reinforcement to assess the durability of rein-
forcer effects when thinning the schedule of reinforcement.

Future research might also involve comparing syn-
chronous reinforcement with other common schedules of
reinforcement. In a recent study, Hardesty et al. (2023),
compared synchronous reinforcement and noncontingent
reinforcement for increasing on-task behavior with three
school-aged children. The results of their study showed
that synchronous reinforcement was more effective for all
three participants, suggesting that the synchronous-
reinforcement contingency was necessary for behavior
change (i.e., the mere presence of music did not maintain
high levels of responding). However, comparisons of syn-
chronous reinforcement with other schedules are war-
ranted under various contexts. For example, researchers
might compare synchronous reinforcement with other
episodic schedules that are typically found in applied
contexts such as ratio or interval schedules that involve
disfluent work schedules (see Fienup et al., 2011; Ward-
Horner, 2014, 2017, for studies on fluent and disfluent
work schedules) to determine the conditions under which
these schedules are likely to be most effective.

In summary, the results of the current study did not sug-
gest that tokens enhanced the efficacy of accumulated con-
ditions, which was surprising given the research suggesting
the utility of signals during delayed-reinforcer arrange-
ments. However, the overall results suggest that synchro-
nous reinforcement involves a highly effective contingency
for behavior change, and thus additional research is needed
to determine the applicability of this schedule as well as that
of other schedules of covariation in assessment and inter-
vention for behavior change. Finally, the current study
extended the literature on schedules of covariation, specifi-
cally synchronous schedules, and added to the small litera-
ture comparing schedules of covariation (i.e., nonepisodic)
with episodic schedules.
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APPENDIX A

A.1 | Condition-specific instructions
A.1.1. | Baseline

“This is the white condition. Here are sheets for tracing
[letters] and here are some sheets for drawing. If you have
finished one page of tracing [letters], you can move to the
next page. During the session, when you trace [letters],
nothing will happen.”

A.1.2. | Synchronous reinforcement (SSR)

“This is the blue condition. Here are sheets for tracing
[letters], and here are some sheets for drawing. If you
have finished one page of tracing [letters], you can move
to the next page. When you trace [letters], you will get to
listen to (the three chosen songs) and talk with me. When
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you stop tracing [letters], (the three chosen songs) will
turn off and we will stop talking.”

A.1.3. | Accumulated reinforcement (ACC)

“This is the red condition. Here are sheets for tracing [let-
ters], and here are some sheets for drawing. If you have
finished one page of tracing [letters], you can move to the
next page. For however long you trace [letters], you will
get to listen to (the three chosen songs) and talk with me
at the end of the session. If you stop tracing, you will not
get to listen to (the three chosen songs) or talk with me
for the entire time after tracing.”

A.1.4. | Accumulated reinforcement tokens (ACC
w/tokens)

“This is the yellow condition. Here are sheets for tracing
[letters], and here are some sheets for drawing. If you
have finished one page of tracing [letters], you can move
to the next page. For however long you trace [letters],
you will get to listen to (the three chosen songs) and talk
with me at the end of the session. If you stop tracing, you
will not get to listen to (the three chosen songs) and talk
with me for the entire time after tracing. When you are
tracing, you will also get tokens.
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